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Abstract

Industrial recommender systems usually train models incrementally
to grasp recent interests of users. However, a fundamental issue
of these incremental updated models is their tendency to overfit
current data while neglecting past information. Specifically, we
have observed that the data distribution of real systems exhibits

periodic drifts, leading to periodic fluctuations of prediction bias.

To alleviate the above bias fluctuations while minimizing the loss
of recent interests, we propose TPIA, a Training-free approach for

Periodic Interest Augmentation in incremental recommendation.

Specifically, after the latest model is trained, we first calculate the
importance score of each model in the previous period. Then, we
merge these models based on the importance scores. To minimize
information loss due to interference of parameters during model
merging, we further develop a method for trimming redundant
and abnormal parameters. Offline experiments on both public and
private datasets demonstrate the effectiveness of TPIA. It has also
been deployed on a large-scale industrial recommender system, and
has shown a notable 1.61% increase in CVR and a 1.97% increase in
CPM, along with enhanced stability in prediction bias.
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1 Introduction

Recommender system (RS) is a technology that provides personal-
ized information services [3, 9, 12]. To swiftly grasp recent interests
of users, internet applications increasingly implement incremental
model updates in RS [6, 15]. However, a fundamental issue of these
incrementally updated models is their tendency to overfit current
data while neglecting past information [4, 8, 11]. As an illustration,
we observe that the data distribution drift periodically in our pro-
duction system (Fig. 1(left)), which is essentially caused by periodic
interests of users. Existing RSs fail to effectively learn from the
drift, leading to periodic fluctuations in the system’s prediction
bias (Fig. 1(right)), which not only hurts user experience but also
damages the benefits of advertisers and advertising systems [16]. In
this paper, we refer to this phenomenon as Periodic Forgetting.
To alleviate the periodic forgetting while minimizing the loss of
recent interests, there are two main challenges: CH1: How to mine
periodic and recent interests better? Existing works mine periodic
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Figure 1: Periodic data distribution drift (left) and prediction
bias fluctuation (right) in our production system.

interests from data within the same phase of historical periods (e.g.,
Sundays in different weeks) and recent interests from the latest
data [1, 21]. However, users’ interests change gradually. Taking the
APP store as an example, users show continuous periodic inter-
est in gaming apps around weekends. Similarly, when a popular
app launches, users exhibit sustained interest in it. Thus, mining
information over a broader time window can further enrich both
periodic and recent interests. CH2: How to utilize periodic and recent
interests better? Existing works introduce periodicity into the latest
model in four ways: rehearsal [1, 15], periodic features [22, 23],
parameter isolation [11, 21] and calibration [1]. However, they are
either ineffective due to periodic interest overwhelming recent in-
terest and overfitting or inefficient because of the need to retrain
historical data and retain additional parameters.

To overcome the above challenges, we propose TPIA, a Training-
free approach for Periodic Interest Augmentation in incremental
recommendation. Specifically, we define the previous period as the
time interval of one observed period preceding the latest data. For
example, in Fig. 1, the data distribution drifts weekly. Therefore,
When training the model on day 7, the data within a week pre-
ceding it (i.e., Days 1 to 7) are designated as the previous period.
For CH1, we use the first and last day of this period to represent
periodic and recent interests, respectively. By calculating the data
distribution similarity between these two days and the other days
in the previous period, we can figure out the importance scores
of each model. For CH2, we leverage the importance scores as a
guide, and employ the model merging technique [13, 17-20] to
merge models in the previous period, which allows a single model
to cover both periodic and recent interests. To effectively reduce the
information loss caused by parameter interference during model
merging, we further develop a method for trimming redundant and
abnormal parameters. In short, TPIA can be integrated into existing
incremental models. It alleviates the periodic forgetting without
training or extra inference time, providing a practical and efficient
solution to the challenges faced by incremental recommendation.

Our contributions can be summarized as follows: 1) We define
the phenomenon of model forgetting periodic interests as periodic
forgetting and thus propose TPIA, a Training-free approach for
Periodic Interest Augmentation in incremental recommendation. 2)
We design a model merging method to merge models in the previous
period, thereby alleviating the periodic forgetting without requiring
additional training steps or extra inference time. To the best of
our knowledge, this is the first work to apply model merging to
alleviate the periodic forgetting. 3) We conduct offline experiments
and online A/B testing to verify that TPIA can improve the model’s
effectiveness while stabilizing the prediction bias.

2886

Heyuan Huang et al.

(b) Periodic and chent\
Interests Utilizing

O
fia

Model Merge
A

[Redundqnf and Abnormal Parameters Trimming]

((a) Periodic and Recen
Interests Mining

Y

Importance] =
score | =
LS

Inference

F’ -Training s

t-i: Data of day #-i| fi—i |: Model of day #-i Ut : Predicion on day #=>: Flow of importance scores

Figure 2: Overall Framework of TPIA. TPIA can be plugged
into the inference. Specifically, it guides model merging by
importance scores, while trims redundant/abnormal param-
eters to mine and utilize periodic and recent interests.

2 METHODOLOGY

2.1 Problem Formulation

In this paper, we are interested in the post-click conversion rate
(CVR) prediction task. Formally, we take the data as A(xt, y;),
where x; is samples from day ¢, y; € {0, 1} indicates whether the
conversion occurs. The CVR prediction can be modeled as: §; =
ft—1(xt), where f;_1 is the model trained on the latest data from day
t — 1, §; is the prediction of f;_q onday t. F = {fi—n, ..., fr—2, fi—-1}
represents the model set in the previous period, where n represents
the duration of a period. As shown in Fig. 1, since the observed
fluctuations in the data distribution are weekly in our production
system, n defaults to 7 in this paper. Our objective is to merge the
periodic and recent interests from models in F into a single model
f;_, while minimizing information loss.

2.2 Overall Framework

The overall framework of TPIA is shown in Fig. 2. In training, there
is a CVR prediction model with daily incremental updates, note
that TPIA does not affect it. In inference, TPIA calculates the data
distribution similarity between the first/last day (representing pe-
riodic/recent interests) and the other days in the previous period,
then uses them as importance scores of each model to better mine
periodic and recent interests (part (a) of Fig. 2). Next, the impor-
tance scores are used to guide the model merging, and further trim
redundant and abnormal parameters to reduce parameter inter-
ference during merging models. Therefore, we can better utilize
periodic and recent interests, allowing them to coexist in a single
model while minimizing information loss (part (b) of Fig. 2).

2.3 Periodic and Recent Interests Mining

Firstly, we design a method to fully mine periodic and recent inter-
ests based on the observed fluctuation period of the data distribution.
As an example, when predicting for day ¢, day t —nand day t — 1
are used to represent periodic and recent interests, respectively.
We argue that since the incremental model overfits current data,
not only information on the day ¢ — n, but also on the other days
of the previous period may be forgotten, which will lead to the
loss of periodic and recent interests. Therefore, we try to score the
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Figure 3: (left) AUC of models in the previous period and the
interference ratio of each difference matrix. (right) Illustra-
tion of abnormal parameter trimming. Arrows’ direction and
length represent parameters’ sign and magnitude.

importance of each model in the previous period from periodic and
recent interests perspectives, respectively. Formally, we begin by
calculating the Kullback-Leibler (KL) Divergence [10] between day
t — 1 and each of the other days in the previous period, and then
repeat the same process for day t — n:

B(xt—j» Ye—j)
B(xr—isYe-i)
where B(x;—i, yr-i) and B(xs—j, y;-j) represents the data distri-
bution on day t —i and t — j. i € {1, ..., n} represents each day in
the previous period, j € {1, n} represents periodic and recent in-
terests respectively. Next, we sum periodic interest score Dy—; s—n
and recent interest score D;_; ;1 of each model, and obtain their
importance scores through the softmax layer:

a; = Softmax(1 — (Dy—jt—1+ Di—it—n)),

Di—it—j = B(xr—j, yr—j)log( (1)

@

where @; represents the importance score of f;—;. These scores
guide us to fully mine periodic and recent interests in each model.

2.4 Periodic and Recent Interests Utilizing

In this section, we will focus on how to better utilize periodic and
recent interests. Specifically, we first merge models as follows:

ft,—l = an*fr-n+an-1 *ft—(n—l) +otar®fio1

= an*frnton—1%(ficn+Afa1)+..Forx(fin+Af1).

We further regard the model f;_; as the sum of the backbone
model f;_, and the difference matrix Af;, thatis, Af; = fi—; — fi—n.
Model merging is actually a regularization of parameters. Through
weighted sum, the optimization direction of parameters is pulled to
the common space that best balances periodic and recent interests.

However, the difference matrix contains a large number of re-
dundant parameters [20]. Retaining them may lead to interference
during model merging, that is, the beneficial parameter value may
be obscured by the redundant one, thereby reducing the overall
model performance. Therefore, similar to [18], we only retain pa-
rameters with top-k% amplitude values and trim the rest (i.e., set
them to zero). The formula is as follows:

Afi = Wy © Af, )

where Wy represents the de-redundant mask matrix, which is used
to trim the parameters in the corresponding difference matrix whose
values are below the top-k%. k is a hyperparameter and © is the
element-wise product.

®)
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In addition, we still find that there are serious parameter inter-
ference between difference matrices. As shown in the bar graph
in Fig. 3(left), some difference matrices have a high proportion of
parameters that are significantly differ from others. When directly
using each model in the previous period to predict day ¢, the model
corresponding to the difference matrix with a higher interference
ratio has a lower AUC (line chart in Fig. 3(left)), which may be
caused by random anomalies. Simply merging these parameters
with others is suboptimal. So, we trim them as shown in Fig. 3(right).
Formally, we create a de-anomaly mask matrix Wy ¢, as follows:

ab_ {0 A £~ min(Af8) > f + max(Af ~min(Afeh))

Afi ™

1 else
©)

where A fi"h represents the parameter at the position (g, b) in Af;,
Afysp represents the difference matrix corresponding to models in
F except f;, B is a hyperparameter that represents the threshold for
identifying interference caused by anomaly parameters. Next, we
obtain the final difference matrix Af; as: Afi = Wpp, © Afi.

Finally, we use Af; to replace Af; in Eq. (3), and obtain f;_; for
predicting on the day ¢: §; = f;_, (x;). Since f;_; incorporates both
periodic and recent interests effectively, it can alleviate the peri-
odic forgetting while minimizing recent interests loss, ultimately
improving the prediction performance while stabilizing its bias.

3 Experiments

3.1 Experimental Setup

3.1.1 Datasets. We conduct offline experiments on a private dataset
and a public dataset Alimama': Private Dataset. We collect in our
production system from 2024/11/01 to 2024/12/01. It contains fea-
tures of about 200 user fields, 160 item fields and 120 content fields.
We model the conversion type "retention” (if the user stays the next
day after download) with severe periodic data distribution drift.
Alimama. Provided by Alibaba. We model the purchase behavior
that has periodic data distribution drift in logs from 2017/04/22 to
2017/05/13. The last day is used as the test set in both datasets.

3.1.2 Evaluation Metrics & Settings. We use AUC and bias as
metrics and report the average results over 5 runs. AUC is used to
measure the prediction accuracy, and bias is used to measure the
difference between the predicted value pcor and the actual value cor,
which can be formally calculated as: Bias = pcor/cor—1. Note that a
larger AUC is better, while a bias closer to 0 is better. Furthermore,
we utilize the Adam [7] optimizer with a learning rate of 0.001
and set the number of epochs to 1. We tune the trimming ratio of
redundant parameters k among {0.2,0.3,0.4,0.5,0.6,0.7,0.8,0.9}, and
tune the threshold for identifying anomalies f among {1,2,5,10,50}.

3.1.3 Baselines. We use the following four categories of industry-
common method to alleviate the periodic forgetting as baselines:
Rehearsal (Replay, Fine-tuning), Periodic features (Interest Clock
[22]), Parameter Isolation (ASYS [11]), Calibration (HDR [1]).
Replay means using a dataset containing historical and latest sam-
ples for training. Fine-tuning means using samples from the same
phase of previous period to fine-tune the latest model. Interest

!https://tianchi.aliyun.com/dataset/dataDetail?datald=56
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Table 1: Overall Experiment. The best results are in bold and the second best results are underlined.

Private Alimama
Method DCN DeepFM Wide&Deep DCN DeepFM Wide&Deep
AUC(Impr)  Bias  AUC(Impr)  Bias  AUC(Impr) Bias AUC(Impr)  Bias  AUC(Impr) Bias  AUC(Impr) Bias
Base 0.8266(+0.00%) 0.1589 0.8247(+0.00%) 0.1984 0.8242(+0.00%) 0.2675 | 0.7142(+0.00%) 0.0851 0.7144(+0.00%) 0.0963 0.7142(+0.00%) 0.3125
Replay | 0.8197(-0.69%) 0.1052 0.8175(-0.72%) 0.1265 0.8179(-0.53%) 0.1196 | 0.7128(-0.14%) -0.1244 0.7124(-0.20%) 0.0650 0.7141(-0.01%) 0.0599

Fine-tuning
Interest Clock

0.8234(-0.32%) 0.0527 0.8210(-0.37%) -0.1029 0.8224(-0.18%) -0.0535
0.8262(-0.04%) 0.0941 0.8270(+0.24%) 0.1550 0.8249(+0.07%) 0.1526

0.7077(-0.65%) -0.0252 0.7143(-0.01%) 0.0072
0.7163(+0.21%) 0.0256 0.7153(+0.09%) 0.0929

0.7032(-1.10%) -0.0647
0.7169(+0.27%) 0.0396

ASYS | 0.8284(+0.17%) 0.1200 0.8259(+0.17%) 0.2058 0.8261(+0.14%) 0.2449 | 0.7165(+0.23%) 0.0590 0.7148(+0.04%) -0.0428 0.7154(+0.12%) -0.0693
HDR 0.8312(+0.46%) 0.0586 0.8278(+0.36%) 0.0596 0.8254(+0.07%) 0.1722 | 0.7178(+0.36%) -0.0476 0.7165(+0.21%) 0.0345 0.7159(+0.17%) 0.2167
TPIA  [0.8335(+0.69%) 0.0618 0.8303(+0.61%) 0.0594 0.8317(+0.70%) 0.0582 |0.7196(+0.54%) 0.0045 0.7196(+0.52%) 0.0585 0.7171(+0.29%) -0.0223

Table 2: Ablation experiment on Alimama dataset. The best
results are in bold and the second best results are underlined.

Exp. Model AUC(Impr) Bias
1 Base (DCN) 0.7142(+0.00%) 0.0851
2 TPIA (Modelonday ¢ — 7 & ¢t — 1) 0.7174(+0.32%) 0.0554
3 TPIA (w/o Importance score) 0.7182(+0.40%) 0.0024
4 TPIA (Trim redundant parameters randomly) 0.7155(+0.13%) 0.0488
5 TPIA (w/o Trim redundant parameters)  0.7190(+0.48%) 0.0199
6 TPIA (w/o Trim abnormal parameters)  0.7191(+0.49%) -0.0050

7 TPIA 0.7196(+0.54%) 0.0045

Clock, ASYS, and HDR are recent works that model the periodic
forgetting at different temporal granularities. We modify them to
adapt to the weekly periodic forgetting we face. In addition, to ver-
ify the impact of plugging TPIA into different models, we used DCN
[14], DeepFM [5], and Wide&Deep [2] as backbone, respectively.

3.2 Offline Experiments

3.2.1 Overall Experiments. As shown in Table 1: 1) TPIA en-
hances the AUC and bias on both datasets across multiple back-
bones by alleviating periodic forgetting while preserving recent
interests. 2) Compared with other methods, TPIA works best in
most cases. This is because it can better mine periodic and recent
interests. Note that Fine-tuning performs well in bias, which is
attributed to its explicit augmentation of periodicity. In addition
to the metrics in Table 1, it is worth noting that TPIA requires no
additional training steps or extra inference time when compared
with other methods above. Therefore, it can be efficiently integrated
with existing online incremental models.

3.22 Ablation Experiments. Table 2 presents the experiments
that verify the effects of various variants of TPIA: 1) Exp.2 performs
better than Exp.1. Exp.1 only uses the model from day ¢ — 1 for
prediction, while Exp.2 merges the model parameters from day t —7
and day t — 1. This highlights the necessity of introducing periodic
interest. 2) Exp.7 performs significantly better than Exp.2, indicating
that mining information over a broader time window can further
enrich both periodic and recent interests. 3) Exp.3, 5~7 indicate
that importance scores and the trimming of abnormal/redundant
parameters can further improve the effect. Exp.4 shows that trim re-
dundant parameters randomly [20] may result in more information
loss compared to only trimming parameters with small values.
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Figure 4: (left) Prerequisite verification experiment of TPIA.
(right) Bias of baseline and TPIA in online experiment.

3.2.3 Validity Verification Experiments. We conduct experi-
ments to illustrate why TPIA is effective in incremental recommen-
dation. As shown in Fig. 4(left), the horizontal axis represents the
cosine similarity of the day ¢ — 1’s model before and after adding
noise of different amplitudes, and the vertical axis represents the
AUC of the model obtained by merging the aforementioned models.
We can find that when the similarity is lower than 0.22, the AUC
drops sharply. However, in incremental training, since the model
is initialized by the previous day’s model, they usually have high
similarity (Greater than 0.54 in our experiments). Therefore, model
merging in TPIA will not have a significant negative impact but
may also be beneficial by combining periodic and recent interests.

3.3 Online A/B Testing

We conduct online A/B testing on a large-scale industrial recom-
mender system, the App Store homepage. We mainly focused on
the indicators of CVR, Cost Per Mille (CPM), and bias. The testing
lasted for 48 days from 2024/11/22 to 2025/01/08. We integrate TPIA
with the online baseline which has been incrementally trained for
an extremely long time (more than one year), and achieve improve-
ments of 1.61% in CVR and 1.97% in CPM. In addition, as shown
in Fig. 4(right), most of the time, the bias of TPIA is more stable.
Overall, the number of instances where the bias falls within +20%
has increased by 23%. TPIA has now been deployed on the App
Store homepage, serving tens of millions of users daily.

4 Conclusion

In this paper, we propose a Training-free approach for Periodic In-
terest Augmentation in incremental recommendation named TPIA,
which can efficiently mine and utilize periodic and recent inter-
ests, thereby alleviating the periodic forgetting. Offline and online
experiments verify the superiority of TPIA.
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